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Data On the Go: Seamless Data Routing for
Intermittently-Powered Battery-Free Sensing
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Abstract—The rising demand for sustainable IoT has promoted
the adoption of battery-free devices intermittently powered by
ambient energy for sensing. However, the intermittency poses
significant challenges in sensing data collection. Despite recent
efforts to enable one-to-one communication, routing data across
multiple intermittently-powered battery-free devices, a crucial re-
quirement for a sensing system, remains a formidable challenge.

This paper fills this gap by introducing Swift, which enables
seamless data routing in intermittently-powered battery-free
sensing systems. Swift overcomes the challenges posed by device
intermittency and heterogeneous energy conditions through three
major innovative designs. First, Swift incorporates a reliable node
synchronization protocol backed by number theory, ensuring suc-
cessful synchronization regardless of energy conditions. Second,
Swift adopts a low-latency message forwarding protocol, allowing
continuous message forwarding without repeated synchroniza-
tion. Finally, Swift features a simple yet effective mechanism for
routing path construction, enabling nodes to obtain the optimal
path to the sink node with minimum hops. We implement Swift
and perform large-scale experiments representing diverse real-
world scenarios. The results demonstrate that Swift achieves an
order of magnitude reduction in end-to-end message delivery time
compared with the state-of-the-art approaches for intermittently-
powered battery-free sensing systems.

Index Terms—Battery-free sensing, intermittently-powered de-
vices, network routing, sustainable IoT

I. INTRODUCTION

BATTERY-free (BF) devices have been increasingly
adopted for sensing due to their maintenance-free and

environment-friendly traits [1]–[8]. These devices harvest en-
ergy from ambient sources like light, vibrations, and radio
waves [9]–[11], and buffer it in capacitors to function. How-
ever, the ambient energy is usually limited and cannot sustain
continuous device operation. Consequently, BF devices alter-
nate between short periods of activity (e.g., a few milliseconds)
and much longer periods of inactivity (e.g., 100s of millisec-
onds or seconds) for recharging, following a charging cycle
determined by ambient energy conditions. To overcome this
limitation, recent efforts have focused on achieving continuous
computing on a single BF device [12]–[21] and enabling
one-to-one communication [22]–[24]. Despite these advances,
a significant challenge remains unsolved: the issue of data
routing, which involves transferring data across a network
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of intermittently-powered BF devices, a crucial function for
sensing data collection.

Efficient data routing faces significant challenges imposed
by the intermittency of BF devices. In stark contrast to conven-
tional duty cycling, where device states (e.g., active and sleep)
are intentionally controlled [25]–[27], intermittency introduces
unpredictable impacts on device operation. This uncertainty
makes even simple tasks like maintaining reachability, which
are straightforward for continuously-powered devices, much
more complex. Synchronizing the working periods of two BF
devices to ensure they are powered on simultaneously becomes
a daunting task without knowledge of each other’s charging
cycle. Since BF devices spend most of their charging cycles
turned off, the likelihood of both devices being powered on
simultaneously is slim. Moreover, the heterogeneity of energy
availabilities in different locations leads to diverse charging
cycles for BF devices, requiring repeated synchronization
attempts to maintain continuous reachability. Unfortunately,
such synchronization efforts incur significant time overhead,
proving detrimental for data routing, which relies on seamless,
continuous data flow through the network, hop-by-hop.

Despite the extensive literature on routing [28], current solu-
tions suffer from inefficiencies due to their inability to handle
device intermittency, resulting in significant message delivery
delays caused by frequent node synchronization. Moreover, BF
devices are energy-constrained and lack powerful geo-location
components commonly found in continuously-powered de-
vices, which are instrumental in efficient routing [28]. While
energy-harvesting wireless sensor networks are closely re-
lated [29], [30], their continuous operation based on active
power management and duty cycling [25], [26], [31], [32]
sets them apart from sensing systems built with BF devices
that operate intermittently on a millisecond timescale. These
factors make existing routing approaches either inapplicable
or inefficient, emphasizing the need for novel solutions.

In this paper, we propose Swift, an efficient routing scheme
that enables seamless data routing for sensing systems built
with intermittently-powered BF devices. Swift incorporates
three major innovations to address the challenges related to
node synchronization, message forwarding, and route con-
struction. First, Swift tackles the challenge of synchronizing
BF devices under diverse energy conditions with Swift-sync,
a reliable synchronization protocol inspired by number theory
principles. Specifically, we transform the node synchronization
problem into an instance of the linear congruential generator
(LCG) problem. Swift-sync adjusts the working period of
the sending BF device following the LCG and guarantees
reliability by ensuring the full-cycle property of the LCG.
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With Swift-sync, two BF devices without shared knowledge
can reliably discover each other within a fixed time frame.

Second, Swift incorporates a low-latency message forward-
ing mechanism called Swift-forward, specifically designed to
facilitate efficient message passing for BF devices along a
given path. The main challenge lies in the repeated syn-
chronization between neighboring nodes at each hop, which
leads to prolonged message delivery latency. We observe that
once two BF devices are synchronized with Swift-sync, they
can maintain their synchronized state without the need for
further expensive synchronizations. Building upon this finding,
Swift-forward optimizes message forwarding by caching the
charging cycle of the next hop at each node upon successful
synchronization and tracking the offset between the node’s
working time and that of its next hop. With Swift-forward,
each node can synchronize with its next hop and return to
its original state, all within a single charging cycle time. The
synchronization overhead is significantly reduced, thus greatly
improving the efficiency of message forwarding.

Finally, Swift accomplishes route construction with a proto-
col called Swift-route, which relies on a flooding mechanism
initiated by the sink node at its core. BF devices announce their
distance (i.e., hop count) to the sink node to their neighbors
and update their next hop if they receive an announcement
with a smaller hop count. To achieve an organized hop count
propagation, Swift-route employs a carefully crafted timing
strategy that creates a layered structure based on each node’s
proximity to the sink node. With that, Swift-route ensures the
optimal construction of routes for each node towards the sink
in terms of hop count and is easy to implement.

Overall, we make the following contributions in this paper.
After identifying the key challenges for seamless routing in
BF sensing systems (§II), we present Swift where we

• propose a reliable node synchronization protocol Swift-
sync, guaranteeing successes within a fixed amount of
time, regardless of the energy conditions (§III).

• introduce a low-latency message forwarding mechanism
tailored for intermittently-powered BF devices, signifi-
cantly reducing the synchronization overhead (§IV).

• present a route construction protocol Swift-route for BF
sensing systems, allowing each node to obtain a path to
the sink with the least hop count (§V).

• implement Swift in OMNeT++ and perform large-scale
experiments to validate its performance under various
real-world scenarios (§VI). We have also tested part of
Swift on a hardware testbed. Results show that Swift
achieves an order of magnitude gains over the state-of-
the-art approaches in reducing the message delivery time.

§VII discusses related works and §IX concludes the paper.

II. BACKGROUND AND MOTIVATION

In this section, we introduce the background on BF sensing,
identify the challenges brought by BF devices in sensing
systems, and motivate our work.

A. Intermittently-Powered BF Sensing
Advancements in energy-harvesting technologies have sig-

nificantly spurred the adoption of BF devices for the develop-

ment of sensing systems, particularly in challenging environ-
ments [2], [5]–[7], [33]. These BF devices are equipped with
energy harvesters capable of capturing ambient energy such as
energy from the sun, vibrations, wind, and radio waves, which
is then buffered in capacitors to power the device [11]. Since
they operate passively without batteries, such sensing systems,
once deployed, can last long without maintenance. Also,
battery-freeness makes them more environment-friendly [2].

BF devices work intermittently—the device suffers power
failures and alternates between on and off states constantly.
This is because the harvested energy buffered in the tiny
capacitor can only support the running of the device—a low-
power microcontroller (e.g., TI MSP430-series)—for a very
short period (e.g., a few milliseconds or less) [34]. On the
other hand, charging the capacitor takes significantly longer
(e.g., 100s of milliseconds or even seconds) due to the scarcity
of ambient energy [24]. A BF device is powered on when the
capacitor is charged to a certain level and suffers a power
failure when the charging level of the capacitor drops below a
threshold. We call the time when the device is on the working
period and the charging period otherwise. A charging cycle
spans one charging period and one working period.

BF sensing systems exhibit distinctive characteristics that
differentiate them from traditional wireless sensor networks
(WSNs) and energy-harvesting WSNs (EH-WSNs). The main
differences between these systems are summarized in Table I.
WSNs and EH-WSNs, typically powered by relatively rich
energy supplies (e.g., rechargeable batteries and/or large ca-
pacitors), adopt active power management and duty cycling to
control the device state (e.g., active, sleep) intentionally [25],
[26], [31], [32]. On the other hand, BF sensing systems
rely on devices powered by the scarce energy buffered in
small capacitors (at the µF level) passively, resulting in an
intermittent operational style at the millisecond scale induced
by frequent power failures. This intermittency poses challenges
for programs running on BF devices, as progress can be
hindered if intermediate execution states are not preserved
correctly. To address this issue, researchers have proposed
two main categories of techniques: checkpointing program
state [19], [21], [35] and transforming programs into idempo-
tent tasks [13], [14], [36], [37]. Although these efforts focus on
individual BF devices, they have established a solid foundation
for the adoption of intermittently-powered BF devices in
sensing applications.

B. Synchronizing Intermittently-Powered BF Devices

To establish communication between two intermittently-
powered BF devices, they need to be in the active state simul-
taneously, necessitating the synchronization of their working
periods. The challenge lies in the intermittent nature of their
activity and the limited shared knowledge between the two
devices, further complicating the synchronization process.

In scenarios where the energy condition is homogeneous
across all devices, i.e., all BF devices operate on the same
charging cycle, the problem becomes determining the offset
between the working periods of two devices. To this end, Find
utilizes a randomized approach to identify the working period
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TABLE I: BF Sensing Systems vs. Traditional WSNs

WSNs Energy-Harvesting WSNs Battery-Free Sensing

Energy storage Batteries Rechargeable batteries and/or large capacitors (mF/F) Small capacitors (µF)
Power management Active Active Passive
Operational style Duty-cycling, predicable Duty-cycling, predictable Intermittent, unpredictable
Working time scale Years From minutes to hours Milliseconds

offset between two devices [23]. In each charging cycle, the
device employs a randomized approach to introduce a delay
to its working period. This delay is generated from a well-
tuned geometric distribution, allowing synchronization in a
reasonable number of charging cycles on average. However,
due to the random nature of this process, certain cases might
require a significant or even infinite number of charging cycles
for successful synchronization. In practice, BF devices are
distributed geographically over a wide area. The heterogeneous
energy conditions in different locations make it improbable for
all BF devices to adhere to the same charging cycle. Conse-
quently, ensuring constant reachability after synchronization
becomes uncertain. To address this challenge, Bonito adopts a
learning-based approach to predict the charging cycles based
on statistical models [24]. In a nutshell, these approaches
do not ensure successful synchronization, hence providing no
reliability guarantee.

C. Data Routing for Intermittently-Powered BF Sensing

Typically, sensing systems collect data from various nodes
and send it to a central sink node for processing and analysis.
However, due to limited communication coverage, not all
nodes can directly communicate with the sink. Consequently,
messages generated by distant nodes need to be relayed
through intermediate nodes to reach the sink. This challenge
is the essence of the routing problem [28]. The main objective
in routing is to find an optimal path that efficiently delivers
messages to the sink in a timely manner.

The current routing protocols are not well-suited for
intermittently-powered BF sensing due to the following rea-
sons: (1) Existing protocols designed for WSNs or EH-WSNs
rely on active duty cycling to regulate device state inten-
tionally [28], [29]. However, this approach is unsuitable for
intermittently-powered BF devices because they have limited
power supply and unpredictable power outages. (2) Most
routing protocols do not consider the time overhead involved in
synchronizing two intermittently-powered BF devices, which
results in high message delivery latency. (3) Protocols devel-
oped for continuously-powered devices often involve complex
logic and utilize expensive geo-location peripherals, making
them unaffordable for intermittently-powered BF devices.

Efficient data routing for intermittently-powered BF sensing
involves addressing the following challenges:

1) Minimizing node synchronization overhead: To achieve
efficient routing, messages need to be forwarded hop-
by-hop on the path with minimal node synchronization
overhead. Constantly synchronizing with the next hop
for every transmission would be prohibitively costly for
intermittently-powered BF devices.

2) Optimal path selection: Each node must be able to deter-
mine an efficient path towards the sink without knowing
the location of other nodes. The goal is to find a path
with the least number of hops required for the node to
reach the sink. This way, data can be efficiently relayed
to the central sink node.

In light of the above challenges, we aim to design a
routing scheme specific to intermittently-powered BF sensing,
featuring mechanisms for node synchronization, message for-
warding, and route construction.

III. RELIABLE NODE SYNCHRONIZATION

In this section, we clarify the system model and introduce
our synchronization algorithm based on the number theory.

A. System Model

We consider an intermittently-powered BF system compris-
ing a fixed number of BF devices distributed across a large
geographical area. These devices (nodes) possess identical
hardware, including components like microcontrollers, capac-
itors, and energy-harvesting units, thus having roughly the
same working period duration. We divide time into time slots
where the working period for each node spans one time slot,
while the charging period extends over multiple time slots
since it is substantially longer than the working period as
mentioned. The duration of the charging period, denoted as
t, may differ among nodes based on their respective energy
conditions. It might also fluctuate over time but usually at a
much larger time scale (e.g., minutes). In practice, t usually
falls within the range of [5, 500] ms with capacitors of 10s of
µF typically used on BF devices and the difference in charging
time between any two nodes can be bounded by a constant
in a given environment, denoted as α. In a typical stable
environment without abnormal disruptions, α can be set to a
small number [23], [24], and in our setting, we use α = 3. This
means the maximum charging time of a BF device is at most
three times that of any other devices in the sensing system.
Note that our proposed designs also work under more hostile
environments with larger values for α, albeit with possibly
reduced efficiency.

In this work, we assume a time slot lasts for one millisecond,
as also seen in existing works [23], [24]. We argue that this
period is long enough for successful communication (e.g.,
sending a message out and receiving an acknowledgment back)
between a pair of battery-free devices if their working periods
are perfectly aligned. For example, BLE 5.0 is capable of
transmitting up to 175 bytes within one millisecond [38]. The
slot length may deviate from 1 ms in real-world scenarios. As
long as a round-trip communication between two BF devices
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Fig. 1: Illustration of the node synchronization procedure: (a) charging cycles of the sender and the receiver over time (boxes
represent time slots), (b) the offsets of the sender’s working periods in relation to the receiver’s charging cycle hypothetically,
and (c) successful discovery when the working period offsets of the sender and receiver match.

can be completed within one slot, our mode will apply. How-
ever, achieving perfect alignment of time slots among battery-
free devices is a challenging task in itself. Existing works have
attempted to use an external light source that is perceivable
at all battery-free devices for time slot alignment [23], which
may not always be available in different sensing scenarios.
We assume such a time slot alignment mechanism is used
whenever it is feasible. Nevertheless, our model and solutions
can be generalized to cases without external mechanisms for
time slot alignment. Assume the communication between two
BF devices can be successful when the overlap of the working
periods of these devices exceeds 50% of one time slot (i.e.,
500 µs), which is quite practical with BLE 5.0. By trying
one more charging cycle, it is always ensured that two BF
devices can communicate if we delay the working period of
one of the BF devices by one time slot in the second charging
cycle. Once one communication round is performed, the two
BF devices can infer their time slot offset by monitoring the
difference between their working time and communication
time. For simplicity, we will use aligned time slots to describe
our protocol design.

B. Theoretical Analysis

The Find approach shows statistically good node synchro-
nization performance for cases with homogeneous energy
conditions [23]. Extending it to heterogeneous cases is pos-
sible, but it has two main limitations: First, fine-tuning the
randomization parameters for optimal performance becomes
challenging, as parameters set for one neighbor may nega-
tively affect others when a node synchronizes with multiple
neighbors. Second, Find does not offer a guaranteed synchro-
nization outcome due to its random nature. To address these
limitations, we propose a deterministic approach that ensures
a guaranteed success rate for node synchronization. Before
presenting our design, we provide a theoretical analysis of the
node synchronization problem.

For a pair of nodes trying to synchronize, we call the
node sending out messages the sender and the one receiving
messages the receiver. Figure 1 depicts the charging cycles
of the sender and receiver, along with the synchronization
procedure. We select a random time reference (time 0 shown
in the figure) and denote the distance of the working period
of a node from this reference as the initial offset. This initial
offset is denoted by os and or for the sender and receiver,

TABLE II: Notation

Symbol Meaning

os / or Initial charging time offset for the sender/receiver
ts / tr Charging time of the sender/receiver
c inc Current increment for co-prime
α Maximum difference factor for the charging time
δ Maximum increment for co-prime lookup
bs / br Bias of the sender working period with respect to the

original working period of the sender/receiver
ds Delay to apply to the sender to remain synchronized
t dis Discovery time for a BF device to find a neighbor
t self Charging time of a BF device
t max Maximum charging time of a BF device
t wait Remaining listening (waiting) slot for the neighbors

respectively. Figure 1(a) shows that following the initial offset,
the sender follows a charging cycle of length ts + 1 while
the receiver follows a charging cycle of tr + 1. To facilitate
understanding, we list all the notation throughout the paper in
Table II.

One convenient way to represent the synchronization pro-
cedure is to choose the charging cycle of the receiver as a
reference hypothetically and analyze the offsets of the working
periods of the sender on the receiver’s charging cycle, as
shown in Figure 1(b). For the receiver, the working period
offsets can be calculated as (or + n × (tr + 1))%(tr + 1),
with n ∈ N, which is always equal to or. That is, the location
of the working periods of the receiver in Figure 1 is fixed.
For the sender, the offsets of its working periods with respect
to the charging cycle of the receiver can be calculated as
(os+n× (ts+1))%(tr+1) which also provides the positions
of the working periods of the sender in Figure 1. Intuitively,
the sender cycles through the charging cycle of the receiver
with a step of size (ts + 1)%(tr + 1).

The goal is to find a time slot where both the sender and the
receiver are in the working state. For the example shown in
Figure 1, the sender and receiver can communicate with each
other in the fourth working period of the sender and the third
working period of the receiver, as shown in Figure 1(c).

An important question to consider is whether synchroniza-
tion is guaranteed to succeed within a fixed amount of time.
The answer, however, is affirmative only in specific cases. In
particular, we demonstrate that:

Theorem 1. The node synchronization is guaranteed to be
successful if ts + 1 and tr + 1 are coprime.
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Proof. We prove this by mapping the node synchronization
problem to the linear congruential generator (LCG) problem.
We refer readers to Chapter 3 of [39] for a detailed explanation
of LCG. An LCG is an algorithm that produces a sequence
of pseudo-randomized numbers defined by the recurrence
relation:

Xn+1 = (aXn + c) mod m, (1)

where X is the sequence of the pseudo-random numbers, m
is the modulus, and a ∈ (0,m) and c ∈ [0,m) the multiplier
and the increment, respectively. X0 ∈ [0,m) is the seed for
the sequence generation. For an LCG to obtain its maximum
length m, a.k.a. full cycle LCG, it must satisfy the following
conditions according to the Hull-Dobell Theorem [40]:
C1: c and m are coprime;
C2: a− 1 is divisible by all prime factors of m; and
C3: if 4 divides m, then 4 divides a− 1.
The node synchronization problem can be reduced to the LCG
problem if we set a = 1, c = ts + 1, and m = tr + 1.
X represents the offset of the working period of the sender in
relation to the charging cycle (i.e., tr+1) of the receiver. In this
case, obtaining the maximum length for this LCG means that
X will traverse all possible numbers in the range [0, tr + 1).
This ensures that starting from seed X0 = os, for some n ∈ N
we will have Xn = or. In the context of the synchronization
problem, this means that there will always be a case where the
working period offsets of the sender and the receiver match
with each other. This requires satisfying the above conditions
for the Hull-Dobell Theorem where C2 and C3 are satisfied
trivially and according to C1 we require ts + 1 and tr + 1 to
be coprime, hence completing the proof.

This result indicates that node synchronization is naturally
guaranteed only when ts+1 and tr+1 are coprime. However, if
this condition is not satisfied, the synchronization guarantee is
lost, and more importantly, the nodes are not able to determine
whether the condition holds or not in advance. Therefore, to
ensure successful synchronization in all cases, a mechanism
must be devised. In the following sections, we illustrate how
we can achieve this objective by building upon Theorem 1 and
introduce our proposed synchronization protocol.

C. Reliable Node Synchronization with Swift-sync

We propose Swift-sync, a reliable synchronization protocol
with guaranteed success. Our idea is inspired by Theorem 1,
where in cases of the coprime condition not being met, we
come up with a simple trial-and-error strategy to create such
a condition artificially. Note that our algorithm does not rely
on any assumptions regarding the coprime condition, which
will unlikely hold in real-world scenarios.

The idea of Swift-sync is as follows: We start by assuming
that c = ts + 1 and m = tr + 1 are coprime and try
to validate this assumption within a worst-case bound. If
the synchronization is not successful within this bound, we
increase c by one slot and repeat the above procedure. The
worst-case bound is calculated as the maximum number of
slots needed for the working period offsets of the sender and
receiver to match, assuming c and m are coprime. Following

Algorithm 1 Node synchronization mechanism Swift-sync
1: Input: node’s charging time: t self , maximum charging cycle

multiplier: α, maximum coprime gap: δ
2: Output: discovery time: t dis, neighbor’s ID: id nbr, neigh-

bor’s charging time: t nbr)
3: c inc← 0, cycle count← 0, flag ← false
4: id nbr ← −1, t nbr ← 0, t dis← 0
5: while flag == false do
6: // Maximum tries reached, step forward by one slot
7: if cycle count > α(t self + 1) then
8: if c inc > δ then
9: No neighbors available, return error

10: else
11: c inc← c inc+ 1
12: cycle count← 0
13: end if
14: end if
15: cycle count← cycle count+ 1
16: Delay the working period by c inc time slots
17: // Coprime condition met, working period offsets matched
18: if neighbor found then
19: flag ← true
20: t dis← (c inc+ t self + 1)
21: Record neighbor’s ID id nbr and charging time t nbr
22: end if
23: end while

the LCG problem, for every charging cycle of the sender, the
working period offset of the sender corresponds to a random
number generated by the LCG. In the worst case, m random
numbers need to be generated before we match with the
working period offset of the receiver. Since the sender has no
information about the charging cycle of the receiver in reality,
we assume tr is bounded by constant factor times of ts where
the constant is typically quite small, e.g., three. Combined with
the charging time range of [5, 500] slots, the upper bound for
ts + 1 is thus 1503 slots. Through our empirical observation,
we notice that the maximum coprime gap for two numbers
under 1503 is 10. By increasing c with a step of one slot
upon synchronization failure, it is ensured that there will be a
case where c and m are coprime within at most ten attempts,
meeting the conditions for Theorem 1 and thus making the
synchronization successful. Note that the assumptions of the
charging time ranges are realistically derived from real-world
conditions [23], [24].

The workings of Swift-sync are listed in Algorithm 1. We
keep searching until a neighbor is synchronized (lines 5–23).
In every round, we check if we have reached the maximum
attempts for the current increment for c (line 7), i.e., c inc
which is assumed to be bounded by α times the charging
cycle of the node itself, α(t self+1). If so, we further check
if we have reached the maximum necessary increment for c
(line 8), which is bounded by the coprime gap δ. If that is true,
we can conclude that there are no neighbors available and the
synchronization algorithm terminates with an error (line 9).
Within the maximum coprime gap, the increment grows by
one (line 11) and we use the new increment to continue the
search. In every charging cycle of the node, we increase the
number of attempts (line 15) by one and delay the working
period of the node by c inc. If a neighbor node is found,
we stop the synchronization process and return the discovery
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time, the ID of the found neighbor, and the charging time of
the found neighbor to facilitate future communications with
this neighbor (lines 18–22). If no neighbors have been found
after we have incremented c by more than δ, we can conclude
that there are no reachable neighbors, and an error is returned.
This is because Swift-sync guarantees that if a neighbor is
available, it will always be found within the maximum number
of attempts—a big advantage of a deterministic algorithm.

IV. MESSAGE FORWARDING

In a route towards the sink, each node must synchronize
with its next hop before sending out messages with existing
routing protocols, resulting in significant time overhead. How-
ever, we posit that node synchronization is only necessary for
the initial communication with the next hop. Once synchro-
nized, the node can retrieve and record the charging cycle
information and the relative working period of the next hop.
This allows for efficient communication during periods when
the charging cycles remain stable, eliminating the need for
repeated synchronizations for every hop on the route.

A. High-Level Idea

We explain the high-level idea through the example shown
in Figure 2. We start with the initial state, where both the
sender and receiver follow their own charging cycles and work
periodically in time slots indicated with the colored diamond
(red: sender, blue: receiver). Without loss of generality, we
assume ts < tr in this example. The zero point is just an
arbitrary reference point. We assume the receiver is passive
and thus, it does not adjust its working periods in the listening
state. We denote by bs the bias of the working period of
the sender w.r.t. its initial working period position. Using the
charging cycle of the receiver as a reference, the sender’s
working slot unlikely matches that of the receiver, and we
denote by br the bias of the sender’s working period w.r.t.
the working period of the receiver, reflected on the receiver’s
charging cycle. Each node in the system can be in one of the
following states, with state transitions depicted in Figure 2.

Synchronized During synchronization, the sender follows the
Swift-sync algorithm (Algorithm 1) where bs is updated
as bs = (bs + ts + 1 + c inc)%(ts + 1). When the syn-
chronization is completed, the sender’s working period is
aligned with that of the receiver and we set br = 0.

Forward Upon synchronization, the sender maintains the syn-
chronized state with the receiver by delaying its working
period by ds = (tr − ts)%(tr + 1) slot(s) in every
charging cycle. As a result, bs needs to be updated with
bs = (bs+ds)%(ts+1) and br remains zero. The sender
remains synchronized with the receiver in every charging
cycle and messages can be delivered between the two
nodes.

Reverse Once the message forwarding is done, the sender
reverses back its working period to its initial state so that
it can be synchronized with its upstream nodes. Since bs
keeps a record of the bias of the current working period
of the sender w.r.t. the initial value zero, we can simply
delay the working period of the sender by ts + 1 − bs
slot(s) in the next charging cycle. As a result of that, we
set br = (ts + 1 + ts + 1− bs)%(tr + 1) where the first
(ts+1) component comes from the fact that one charging
cycle is needed for applying the artificial delay and set
bs = 0.

Disconnected The reverse operation disconnects the two
nodes. In this state, the sender may serve as a receiver
for an upstream node. To be able to fast sync with its
next hop without running Swift-sync again, the sender
updates br with br = (ts + 1 + br)%(tr + 1) in each of
its charging cycles.

Sync-next When the sender decides to forward messages to
its next hop again, the sender simply delays its working
period by tr + 1 − br slot(s), and the working periods
of the two nodes become aligned. Here, we set bs =
(tr +1− br)%(ts +1) and br = 0. After that, the sender
enters the Forward state for delivering messages to the
receiver, as already described above.
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Algorithm 2 Message forwarding protocol Swift-forward
1: Input: charging time of the current node and its next hop: ts, tr ,

current node’s working period bias w.r.t. its initial state bs and
its next hop br , id of the next hop: id next

2: procedure SEND(queue)
3: attempt← 0
4: while queue.size ̸= 0 do
5: ds ← |tr − ts|%(tr + 1)
6: Delay the working period by ds slot(s) in every cycle
7: msg ← queue.pop(), msg.id next← id next
8: Send message msg and wait for ACK
9: if ACK timeout (e.g., due to collision) then

10: attempt← attempt+ 1, retry
11: if attempt > max attempt then
12: Break
13: end if
14: end if
15: bs ← (bs + ds)%(ts + 1)
16: // Forwarding done, reverse to receiving
17: if queue.size == 0 then
18: Break
19: end if
20: end while
21: br ← (ts + 1 + ts + 1− bs)%(tr + 1)
22: bs ← 0
23: Reverse to the receiving state by delaying (ts+1−bs) slot(s)
24: end procedure
25: procedure RECEIVE(queue)
26: cycle wait← 0, flag receive← false
27: while true do
28: Listen and receive message msg
29: if msg.id next == self.id then
30: flag receive← true
31: queue.push(msg) and send ACK
32: br = (ts + 1 + br)%(tr + 1)
33: if msg.is last == true then
34: flag receive← false
35: Break
36: end if
37: end if
38: if flag receive == false then
39: cycle wait← cycle wait+ 1
40: if cycle wait > max wait then
41: if queue.size == 0 then
42: Continue
43: end if
44: Break
45: end if
46: end if
47: end while
48: bs ← (tr + 1− br)%(ts + 1)
49: br ← 0
50: Reverse to the sending state by delaying tr + 1− br slot(s)
51: end procedure

B. Message Forwarding with the Swift-forward

Based on the above concepts, we introduce Swift-forward,
a message-forwarding protocol that operates on each node and
comprises two key procedures: sending and receiving during
the steady state. In this protocol, nodes alternate their status
between these two procedures, as detailed below.

1) Sending Procedure: The top of Algorithm 2 lists the
sending procedure SEND(queue) of the Swift-forward proto-
col. For a given node, we assume it is already in sync with
its next hop and has entered the Forward state. If the queue

(for caching messages to be sent out) is not empty, the node
maintains the synchronized state with its next hop (lines 5–
6). In every charging cycle, the node pops a message from
the queue, sets the metadata of the message, and sends the
message out (lines 7–8). If it times out before receiving the
ACK (e.g., due to collisions), it will keep retrying until the
maximum number of attempts reaches an upper threshold and
the SEND procedure aborts directly (lines 9–14). Meanwhile,
it updates bs as we explained before (line 15). When the
queue becomes empty, the sending procedure is terminated and
the node reverses its state and starts to follow the receiving
procedure (lines 17–19). The node also resets br and bs as
explained in the Reverse state (lines 21–23). In case the next
hop cannot be reached after a few charging cycles, the sender
concludes that the charging cycle of the sender or receiver, or
both has changed and calls Swift-sync to re-synchronize with
its next hop.

2) Receiving Procedure: The bottom of Algorithm 2 lists
the receiving procedure RECEIVE(queue) of the Swift-forward
protocol. If the node is synchronized with a previous hop, the
node listens and receives incoming messages (line 28). If the
incoming message is valid, the node pushes the message to
its queue and sends an acknowledgment back (lines 29–31).
The node also updates its working period bias with respect
to its own next hop br, where in every charging cycle, the
node advances (ts + 1+ br)%(tr + 1) slot(s) on the charging
cycle of its next hop (line 32). Upon the last message from
the synchronized previous hop, the node leaves the connection
(lines 33–36) and then reverses to the sending procedure
directly. If the expected receiving is not successful, the node
counts down its waiting cycles. When the number of waiting
cycles reaches the maximum (empirically set to α(ts + 1))
(lines 40–45), the node performs the following depending on
the queue status: If there are no messages in its queue, the
node keeps waiting (line 42); otherwise, the node switches
to the sending state (line 44). As a result, the node applies
Sync-next to synchronize its working time with its next hop
and resets bs and br as explained in the Sync-next state (lines
48–50).

V. ROUTE CONSTRUCTION

We propose a route construction protocol Swift-route, which
is simple to implement and ensures each node reaches the sink
with the minimum hops. The workings of Swift-route are listed
in Algorithm 3. Each node runs two procedures: MSGHAN-
DLER and BROADCAST. The MSGHANDLER procedure is
responsible for processing incoming messages. Upon receiving
a message, we check if a shorter path has been found with the
received message. If so, we keep the shorter path and update
the hop count (lines 5–9) and wait for a certain amount of time
(i.e., t wait cycles of t max slots each) announced by the
message source. During the waiting period, if another message
with an even shorter path is received, we update the hop count
and restart the waiting timer with the waiting time contained
in the new message (lines 10–13). Upon timeout, the node
broadcasts its hop count with the BROADCAST procedure.

The BROADCAST procedure performs maximum attempts
to ensure that the message of a node can reach all the node’s
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Algorithm 3 Route construction protocol Swift-route
1: Input: node’s id: id self , node’s charging time and its upper-

bound: t self , t max, maximum coprime gap: δ
2: Output: node’s next hop: id next
3: cur hop←∞, t wait← 0, id next← null, c inc← 0
4: procedure MSGHANDLER(msg)
5: if cur hop > msg.hop+ 1 then
6: id next← msg.id
7: cur hop← msg.hop+ 1
8: t wait← msg.t wait
9: end if

10: while t wait > 0 do
11: t wait← t wait− 1
12: Call MSGHANDLER() upon new messages
13: end while
14: BROADCAST(id self , cur hop)
15: end procedure
16: procedure BROADCAST(id self , cur hop)
17: // Maximum attempts to ensure all neighbors are reached
18: while c inc < δ do
19: cycle count← 0
20: while cycle count < t max do
21: cycle count← cycle count+ 1
22: t wait← t max(δ − c inc)− cycle count
23: Delay working period by c inc
24: Broadcast ⟨id self, cur hop, t wait⟩
25: end while
26: c inc← c inc+ 1
27: end while
28: end procedure

potential neighbors (lines 18–27). We assume the maximum
charging period is t max long and hence, the maximum
number of rounds is bounded by δ · t max where δ is the
maximum coprime gap. The waiting time necessary for the
message receiver to wait before they broadcast is the time
left for the current node to finish its broadcast (line 22). This
is to avoid a downstream node starting to broadcast its hop
count before it hears from all possible upstream nodes. In
every charging cycle, the node delays its working period by
c inc and sends out the hop count message together with the
expected waiting time, hoping to reach a potential neighbor.
c inc is incremented until it reaches δ to ensure a coprime to
the neighbor’s charging cycle is covered for sure. Therefore,
the following theorem holds.

Theorem 2. Swift-route ensures that the hop count of the path
from each node to the sink is minimized.

Proof. We define the height of a node as the least hop count
to the sink. Since Swift-route always keeps the path with the
least hop count upon receiving messages, the proof can be
conducted by showing that a node can’t choose its next hop
with the same height. We consider the contradiction scenario
shown in Figure 3. Let us assume hop D-F is part of the path
of a node. This is only possible if node F has received the
broadcast from node D and has started its own broadcasting
before receiving the broadcast from C (hence it missed the
broadcast message from C). This means that node F must have
waited for D to finish its broadcasting and node D must have
also waited for B to finish its broadcasting. Since in our route
construction protocol, we set the maximum broadcast time of a

CB

D EF

A

h + 1

h + 2

hHeight

Fig. 3: Illustration for a contradiction where we show that hop
D-F cannot exist on any constructed route.

node to the bound t bcast = (t max+1)·δ·t max slots. This
is based on the worst case where the node has the maximum
charging time in the system. Hence, node F has to wait at
least 2 × t bcast slots after B starts to broadcast before it
can start broadcasting. However, with 2× t bcast, node C is
guaranteed to have finished its broadcasting (since B and C
are at the same height and thus require the same amount of
time for finishing broadcasting), which contradicts that node
F has not received the broadcast from C. This completes the
proof.

VI. PERFORMANCE EVALUATION

We implement Swift in OMNeT++ and perform extensive
experiments with a variety of real-world parameter setups
and compare Swift with state-of-the-art approaches retrofitted
with intermittency support. We choose OMNeT++ since it
allows us to focus on the key aspects of the protocol and
assess the performance on large scales. In the following, we
first explain our evaluation setups. For Swift-sync we also
implement a prototype and test it on a hardware testbed. Then,
we compare Swift with baselines and study the impact of
different environmental factors.

A. Experimental Setups

Following findings in existing works [23], [24], we assume
the charging time t of all nodes falls into the range of [5, 500]
time slots where a time slot is set to 1ms. Additionally, for
two nodes i and j, we assume their charging time difference is
bounded by a small constant as mentioned before, i.e., tj/γ ≤
ti ≤ γtj where γ ∈ {2, 3, 4}. We consider three ranges of node
charging time, [5, 15] for good energy conditions, [40, 120]
for medium energy conditions, and [166, 498] for poor energy
conditions. For evaluating the node synchronization protocol,
we use the public dataset for real-world charging times of BF
devices [23] and set γ to three.

We consider two cases for the sensing system configuration:
square and rectangle. In the square case, 100 nodes are ran-
domly distributed in a square area of 45 m × 45 m, while the
same number of nodes are randomly distributed in a rectangle
area of 25 m × 100 m in the rectangle case. In both cases, the
sink node sits in the middle of the area’s right edge. These two
cases show how Swift performs under different environments
with a varying average number of hops from each node to the
sink. We also vary BF devices’ communication range (10m,
15m, 20m) to analyze its impact on the routing performance.
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Fig. 4: Node synchronization time (in slots) with Swift-sync and Find [23] under varying energy condition ranges. The markers
denote the 99th percentile.
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Fig. 5: Node synchronization time on the hardware prototype.

Our baselines are chosen according to the evaluation goals, as
detailed in the following subsections.

B. Performance of Swift-sync

We first evaluate the performance of Swift-sync by com-
paring it with Find [23], which is the state-of-the-art node
synchronization mechanism between BF devices. We adapt
Find to scenarios with heterogeneous energy conditions. We
consider two nodes to be synchronized. With Find nodes
delay for a random number of slots following a geometric
distribution with fine-tuned parameters. We consider all three
energy conditions (i.e., good, medium, and poor) where we
filter out the charging time pairs (each for one of the nodes)
provided in a public dataset [23] falling into these energy
conditions. Due to the randomization of Find, for each pair
of charging times, we repeat simulations 1000 times to avoid
noise.

Figure 4 depicts the cumulative distribution function (CDF)
of the node synchronization time (in slots) with Swift-sync
and Find under the three energy conditions as well as the
aggregated results. We observe that Swift-sync outperforms
Find in three aspects: (1) Under all three energy conditions,
Swift-sync achieves lower synchronization time than Find at
around the 80th percentile. We can also observe the long tail of
the latency CDF of Find, demonstrating the uncertainty caused
by randomness. (2) Under good and median energy conditions
(ranges [5, 15] and [40, 120]), Swift-sync outperforms Find
under around the 80th percentile, while Swift-sync is better
than Find under around 98th percentile under poor energy
conditions (range [166, 498]). Compared with Find, Swift-sync
reduces the average synchronization time by more than 20%.
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Fig. 6: (left) route construction time (in slots) of Swift-route
with waiting (SW), Swift-route without waiting (SNW), and
Find without waiting (FNW), and (right) end-to-end message
delivery time CDF of the three protocols.

To further validate Swift-sync, we develop a prototype with
two intermittently powered BF devices. The BF device consists
of three parts: a control unit, a power unit, and a communica-
tion unit. Both the control and power units are built with TI-
MSP430FR5994 boards, while the communication unit is built
with a NORDIC-NRF52840 board for BLE communication.
The power and control units are interconnected with UART
and the control unit talks to the BLE unit through SPI. The
power unit controls a MOSFET to supply power to the control
unit, emulating different intermittency behaviors in the power
supply. With this setup, we tested the performance of Swift-
sync under the charging time range [40, 120] slots where
a slot lasts for 41 ms based on our hardware setup. The
much higher slot length is due to the overheads incurred by
the communication between multiple boards to emulate an
intermittently-powered BF device. Nonetheless, our protocol
still applies. Figure 5 shows that the result matches that
from the simulation. We can see that Swift-sync outperforms
Find in most cases. Overall, Swift-sync achieves efficient
synchronization while ensuring reliability.

C. Performance of Swift-route

We now evaluate the performance of Swift-route. A major
feature of Swift-route is its optimality regarding the hop count
of each node to the sink. This is achieved by the waiting
mechanism in the design of the protocol. We thus compare
with a variant of Swift-route where this waiting mechanism is
disabled, i.e., each node broadcasts its hop count immediately
after they receive a message containing a smaller hop count.
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Fig. 7: Message forwarding time (in slots) comparison between Swift-forward and a baseline without fast synchronization
under varying energy conditions and two field scenarios.
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Fig. 8: Performance of Swift under varying parameter setups: (left figure) the communication range, (middle figure) the
maximum charging time difference, and (right figure) the message intensity.

We call this variant Swift-route (no-wait). We also compare
with a baseline where the node synchronization is done with
Find, without the waiting mechanism. We call this baseline
Find (no-wait). Traditional routing protocols for WSNs are
not considered due to their inability to handle intermittency.

Figure 6(left) shows the time (in slots) required to complete
the route construction protocol on the rectangle field under the
medium energy condition. As expected, Swift-route takes the
longest time, due to the waiting mechanism in the protocol
to ensure optimality. Considering that the protocol is only
needed to run to establish the routes at the beginning, this
time overhead is acceptable. While taking far less time to
complete, the baselines produce suboptimal paths, leading to
long delays in message delivery. Figure 6(right) shows the
message delivery time CDF when using the routes generated

by each of the three approaches. We can see that Swift-route
can largely reduce the message delivery time for nodes with
long routes compared with the baselines thanks to the shorter
paths for these nodes. However, this is achieved at the expense
of higher message delivery time for nodes with short routes
between them. One major reason is that the shortest paths
produced by Swift form the shortest path tree, with all other
links not on any shortest paths pruned out, leading to the worst
path diversity. This is likely to create more congestion on some
links compared with the baselines where different links may
be used to spread out the load.

D. Performance of Swift-forward

To evaluate Swift-forward, we compare it with a baseline
where we disable fast synchronization in Swift-forward. In
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other words, the baseline employs the node synchronization
mechanism every time a node communicates with its next hop.
We evaluate all three energy conditions (good, medium, poor)
and with the two areas (square and rectangle).

Figure 7 shows the CDF results for the end-to-end message
delivery time (in slots) under the above setups. As we can ob-
serve, Swift-forward is highly efficient in message forwarding,
where the end-to-end message delivery time is reduced by up
to an order of magnitude under all the considered conditions.
Comparing the results for the different energy conditions
(good, medium, and poor), we see a clear trend where the gap
between Swift-forward and the baseline becomes larger when
the energy condition improves, suggesting that Swift-forward
can maintain its efficiency even in hostile environments.

E. Impact of Parameters

We also test Swift-forward under different setups to examine
the impact of system parameters on the message forwarding
performance. We focus on the end-to-end message delivery
time (in slots) as the performance metric and choose the
same baseline (without fast synchronization) as we used in
the previous experiment.

Figure 8 shows the performance of Swift-forward under
varying parameter setups. The left figure depicts the impact of
the communication range where we consider each node can
communicate directly with other nodes within a range of 10m,
15m, and 20m, respectively. We can see that Swift-forward
performs better than the baseline in all cases. Moreover, when
the communication range increases, the end-to-end message
delivery time decreases as expected, which is attributed to
the reduced hop count for each node to reach the sink. The
middle figure depicts the impact of the maximum charging time
difference (i.e., α), where we show three cases with α = 2,
α = 3, and α = 4, respectively. Similarly, Swift-forward
outperforms the baseline in all cases. With the maximum
charging time difference increase, the end-to-end message
delivery time generally increases. This can be explained by
the fact that the node synchronization takes more time with
a larger charging time difference between nodes. Finally, the
right figure shows the impact of the message intensity in the
network. We consider three message intensity levels where
each node sends a message every one, two, and three cycles,
respectively. Again, Swift-forward beats the baseline in all
cases as expected. We do not observe much performance
difference in these cases, which indicates that Swift-forward is
equally efficient under all the considered message intensities.

The selection of these parameters highly depends on the
specific application requirements and deployment conditions.
In general, it is always beneficial to increase the communi-
cation range of BF devices, if the BF devices are equipped
with capacitors large enough to sustain the communication in
the working period of the device. The charging time range is
usually dictated by the environment. However, it is generally
beneficial to avoid deploying BF devices at locations with
extremely bad energy availability to achieve an α as small
as possible.

VII. RELATED WORKS

Communication for BF devices. Communication between
BF devices has gained significant attention, and the first
challenge is addressing the node synchronization problem.
Without shared knowledge, node synchronization is attempted
by delaying the working period of one or both devices
following specific distributions [23], [41], [42], hoping they
align after several rounds. These approaches require fine-
tuning based on system parameters and energy conditions
and guarantee no success due to their randomized nature.
Bonito proposes to learn the charging time with well-known
distributions to enable continuous communication [24]. De
Winkel et al. also present a Bluetooth stack for battery-
free devices without changing the protocol specification [22].
While focusing on a single hop, these works provide a solid
foundation for the routing problem we study in this paper.
In short, existing routing protocols fall short because of (1)
unrealistic assumptions not holding in intermittent sensing
systems, making them inapplicable, and (2) not accounting
for the high synchronization overhead in intermittent sensing
systems, making them inefficient.

Low-power and lossy wireless networks. Significant re-
search has been conducted on low-power and lossy wire-
less networks (LLWNs), including time-slotted channel hop-
ping (TSCH) [43] and routing protocols for low power and
lossy networks (RPL) [44]. Within this domain, concepts such
as frame-slots and sub-slots have been introduced. Notably,
sub-slots are subsets of frame-slots, typically spanning a 10-
millisecond scale [45]–[48]. However, this does not imply that
sensor nodes operate within this time frame. Instead, coordina-
tors utilize these time slots to schedule communications, effec-
tively reducing collision risks among sensor nodes. In contrast,
intermittently-powered networks present unique challenges.
Here, the active working time of BF devices is measured at a
millisecond scale. Predicting their charging time is complex,
and for this study, we consider a simplified scenario. Moreover,
unlike traditional networks where a coordinator manages syn-
chronization, in intermittently-powered sensing systems, BF
devices independently handle their synchronization processes.

Routing in sensing systems. Routing is an essential func-
tion of any sensing system and has been heavily studied in
WSNs. Assuming continuous power supply by the onboard
battery, traditional WSNs often leverage potent devices that
are not available for intermittently-powered BF sensing sys-
tems [49], [50]. Meanwhile, energy-harvesting WSNs employ
energy harvesters to recharge the onboard battery or super-
capacitors and adopt active duty cycling to control the device
state intentionally [25], [26], [29], [31], [32], [51], [52], [52]–
[54]. Both traditional WSNs and energy-harvesting WSNs
assume more powerful energy storage than intermittently-
powered sensing systems.

Linear congruential generator. The Linear Congruential
Generator (LCG) is a widely recognized method for generating
random numbers and has been a staple in the realm of
computational algorithms. LCG plays a crucial role in security
communications and is frequently employed in wireless sensor
networks for random number generation. To our knowledge,
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LCG has been utilized for encrypting data in several studies,
as indicated in references [55]–[57]. Additionally, EDGF [58]
has leveraged LCG for generating datasets in simulation
environments. Notably, Swift represents the pioneering work
in using a customized LCG for synchronizing BF devices,
representing a significant advancement in this field.

VIII. DISCUSSION

A. Comparative Analysis with EH-WSNs

Traditional wireless sensor networks (WSNs) typically con-
sist of sensor nodes that are powered by chemical batter-
ies [49]. The routing problem has been studied extensively, but
the goal is mainly to pursue QoS and the whole network life
through balancing the energy consumption of nodes. In light of
the maintenance challenge, researchers have explored the idea
of energy-harvesting WSNs (EH-WSNs), where the sensor
node is powered by a rechargeable battery or a supercapaci-
tor [59]. With this difference, the goal of routing optimization
turns to the QoS and the uptime of the network. The uptime
of the network depends on the energy availability which is
dictated by the energy harvesting rate and the battery/capacitor
size. Most of the existing works leverage prediction models to
assess the energy availability and perform energy management,
based on which the routing schemes are developed [59]–
[61]. Intermittently-powered battery-free sensing systems are
fundamentally different from EH-WSNs since the buffered
energy in the capacitor will be depleted in just one wake-up of
the BF device, lasting only one or a few milliseconds. Also,
the charging time is much shorter due to the limited capacity of
the tiny capacitor. Therefore, there is no energy management
needed across device wake-ups unlike in EH-WSNs. Our
routing scheme is specially tailored for intermittently powered
BF sensing systems, with the goal of minimizing the number
of wake-ups needed for device synchronization and message
passing.

B. Scalability

Scaling intermittently powered sensing systems remains a
challenge in general due to the high level of dynamism and
unpredictability the environment may impose on the system.
While taking a significant step, Swift is still limited by the
assumption it builds on: the charging time of a BF device
stays stable at a small time scale (e.g., a few minutes).
This assumption typically holds for deployment in indoor
environments (e.g., a greenhouse or warehouse) where the
environment is highly controlled and more stable than out-
door wild environments. For applications in a greenhouse
or warehouse, we think that the size we are targeting (i.e.,
100 BF devices used in the evaluation) is reasonable. For
indoor environments on even larger scales, Swift can still
work, albeit the performance (w.r.t. node synchronization time
and end-to-end message delivery time) may degrade inevitably
due to the increase of the hop count in the topology. One
mitigation strategy is to increase the communication range
of BF devices to reduce the hop count. However, this will
require equipping these BF devices with larger capacitors,
thus negatively affecting the form factor of the device as well

as the deployment cost. For more hostile conditions where
the charging time of BF devices varies dramatically in an
unpredictable fashion, Swift will unlikely work as expected,
and future research work is needed.

C. Energy Efficiency

Energy efficiency is an important topic for embedded
systems like the sensing system we consider in this paper.
Nevertheless, we would like to point out that there are fun-
damental differences between intermittently powered battery-
free devices and traditional battery-powered sensor devices.
With traditional battery-powered sensor devices, the energy
saved from an efficient protocol design can be used for other
tasks of the system. However, intermittently powered battery-
free devices wake up when enough energy has been collected
and stored in the onboard capacitor with an artificial delay
imposed by the protocol. In every device wake-up, the device
only performs a fixed communication round. As a result, the
energy efficiency of the protocol can mainly be characterized
by the number of device wake-ups needed for synchronization
and message passing. This means that the performance metrics
we focus on in the evaluation, e.g., the synchronization time,
the route construction latency, and the end-to-end message
delivery time, already capture the energy efficiency aspect of
the protocol. In short, the faster the protocol is, the more
energy efficient the protocol is, which means that fewer
charging cycles will be spent on the protocol and more cycles
on other tasks.

IX. CONCLUSIONS

This paper studies routing with intermittency and proposes
Swift—a routing scheme tailored for intermittently-powered
BF sensing systems. Swift features three new designs: a node
synchronization protocol Swift-sync enabling the communi-
cation between BF devices with success guarantee, a mes-
sage forwarding protocol Swift-forward that avoids repeated
synchronization between nodes on the route to achieve low
latency, and a route construction mechanism Swift-route that
produces a route from each node to the sink node with the
least hop count. Our evaluation based on an implementation
in OMNeT++ and real-world setups shows that Swift achieves
efficient routing and outperforms the state-of-the-art to a large
extent. In future work, we aim to explore scenarios involving
higher temporal variations in charging time.
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